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In-Context Learning

Motivation Example

Answer in One Word.

"You have a right to perform your prescribed duties, but you are not entitled to the fruits of
your actions." : Bhagavad Gita

"Love is patient, love is kind. It does not envy, it does not boast, it is not proud." : Corinthians
"The root of suffering is attachment.” : Samyutta Nikaya

"And your Lord never forgets.": ?

Qur'an
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In-Context Learning

Motivation Example

Answer in One Word.

"You have a right to perform your prescribed duties, but you are not entitled to the fruits of
your actions." : Bhagavad Gita

"Love is patient, love is kind. It does not envy, it does not boast, it is not proud." : Corinthians
"The root of suffering is attachment.” : Samyutta Nikaya

"And your Lord never forgets.": ?

Qur'an

"Love is patient, love is kind. It does not envy, it does not boast, it is not proud." : Christianity
"The root of suffering is attachment." : Buddhism

"And your Lord never forgets." : Islam

"You have a right to perform your prescribed duties, but you are not entitled to the fruits of
your actions.": ?

Hinduism

"You have a right to perform your prescribed duties, but you are not entitled to the fruits of
your actions." : Detachment

"And your Lord never forgets." : Omniscient

"Love is patient, love is kind. It does not envy, it does not boast, it is not proud." : Benevolent
"The root of suffering is attachment.” : ?

Clinging
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Figure: Pre-training and Supervised Fine-Tuning

"Devlin, J., et al. (2019). BERT: Pre-training of deep bidirectional transformers for language understanding.
Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human
Language Technologies, Volume 1 (Long and Short Papers), 4171-4186.

4/22



In-Context Learning

Learning via SGD during unsupervised pre-training
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Figure: Language Model Meta Learning

2Brown, T., et al. (2020). Language models are few-shot learners. Advances in Neural Information Processing Systems,
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In-Context Learning: Scaling Effects

Arithmetic (few-shot)

100
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Figure: Word Scrambling and Manipulation Tasks
Figure: Arithmetic Tasks

3Brown, T., et al. (2020). Language models are few-shot learners. Advances in Neural Information Processing Systems,
33, 1877-1901.
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Meta-ICL

Meta-training Inference

Task C meta-training tasks An unseen farget task

Data given  Training examples 7; = {(x5.y})} 5, Vi € [1,C] (N; > k) ;:::""""Pguf?mplcx (@190 (0, yr),

For each iteration,
1. Sample task i € [1,C] N (o N "
2. Sample k + | examples from 75: (21, J\) e @henyes) OB P(ClTyn e w w)
3. Maximize P(yxi1 |21, 91,2, )

Objective

Figure: Meta-ICL Task

4Min, Sewon, et al. "MetalCL: Learning to Learn In Context.” Proceedings of the 2022 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technologies, 2022, pp. 2791-2809.




Meta-ICL

Meta-train Target
Setting #tasks # examples  Setting  # tasks
Meta-training Inference
Task C meta-training tasks An unseen rarget task AR 61 819200 LR 26
Data given  Training examples 7; = {(25,y})} %', Vi € [1,C] (N > k) ;ﬁ:"‘i‘"fuff"'pb @y, (@ w). ﬁl:l?—SlChlas;li(t)igation i; ggg’géé Classification 20
For each iteration,
. 1. Sample task i € [1 . QA 37 486,143
Objective Sm‘JEZ?Hfm.Sl\f,W () o) TSP ) Non-QA 3 soian QA 2
3. Maximize P(yxa|21,91, -, 1) >
Non-NLI 55 463,579 NLI 8
Figure: Meta-ICL Task Non-Paraphrase 59 496,106  Paraphrase 4
Figure: Meta-ICL Experiments
4

4Min, Sewon, et al. "MetalCL: Learning to Learn In Context.” Proceedings of the 2022 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technologies, 2022, pp. 2791-2809.




ICL as Meta Optimizer

+ Algorithmic Equivalence: Transformers can simulate linear learners (GD, ridge, least-squares), transitioning to
Bayesian estimators with depth/width. ®

5Akyirek, Ege, et al. "What Learning Algorithm Is In-Context Learning? Investigations with Linear Models.” The
Eleventh International Conference on Learning Representations, 2023.

6Dai, Damai, et al. “Why Can GPT Learn In-Context? Language Models Implicitly Perform Gradient Descent as
Meta-Optimizers.” Findings of the Association for Computational Linguistics: ACL 2023, 2023.

7Garg, Shivam, et al. “What Can Transformers Learn In-Context? A Case Study of Simple Function Classes.” Advances
in Neural Information Processing Systems 35 (NeurlPS 2022).
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ICL as Meta Optimizer

+ Algorithmic Equivalence: Transformers can simulate linear learners (GD, ridge, least-squares), transitioning to
Bayesian estimators with depth/width. ®

+ Implicit Finetuning: Transformer attention is dual to gradient descent. ©
= ICL = internal meta-gradient updates.

5Akyirek, Ege, et al. "What Learning Algorithm Is In-Context Learning? Investigations with Linear Models.” The
Eleventh International Conference on Learning Representations, 2023.

6Dai, Damai, et al. “Why Can GPT Learn In-Context? Language Models Implicitly Perform Gradient Descent as
Meta-Optimizers.” Findings of the Association for Computational Linguistics: ACL 2023, 2023.

7Garg, Shivam, et al. “What Can Transformers Learn In-Context? A Case Study of Simple Function Classes.” Advances
in Neural Information Processing Systems 35 (NeurlPS 2022).

9/22



ICL as Meta Optimizer

Algorithmic Equivalence: Transformers can simulate linear learners (GD, ridge, least-squares), transitioning to
Bayesian estimators with depth/width. ®
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Function Class Generalization: Transformers trained from scratch can in-context learn full function classes
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—— Gradient descent

+ Trained Transformer

20 40
GD Steps / Transformer Layers

Figure: SGD-Transformer Equivalence

8von Oswald, Johannes, et al. “Transformers Learn In-Context by Gradient Descent.” Proceedings of the 40th
International Conference on Machine Learning, 2023.

®Wu, Shiguang, et al. “Why In-Context Learning Models are Good Few-Shot Learners?” International Conference on
Learning Representations, 2025.



—— Gradient descent

+ Trained Transformer

20 40
GD Steps / Transformer Layers

Figure: SGD-Transformer Equivalence

Meta-Learning View: ICL acts as
data-dependent meta-learning, distinct from
gradient-/metric-/amortized meta-learners.
= Implicit algorithm is shaped by pretraining

distribution.

8von Oswald, Johannes, et al. “Transformers Learn In-Context by Gradient Descent.” Proceedings of the 40th
International Conference on Machine Learning, 2023.

®Wu, Shiguang, et al. “Why In-Context Learning Models are Good Few-Shot Learners?” International Conference on
Learning Representations, 2025.




—— Gradient descent

+ Trained Transformer

Q\tn Mimtl.nlm \\\ ls;aar;ing algorithm
Vhat a bad day! \ x
0.0 Good job! \\ ! s“zz?n{\_} } B
20 40 \
GD Steps / Transformer Layers l query —x; ([ metricbased
Figure: SGD-Transformer Equivalence j 'y ( amortiaton based)
N \._meta-learner 4
Meta-Learning View: ICL acts as
data-dependen‘F meta-legrnlng, distinct from Figure: ICL as a Meta-Optimizer
gradient-/metric-/amortized meta-learners.
= Implicit algorithm is shaped by pretraining
distribution.
89

8von Oswald, Johannes, et al. “Transformers Learn In-Context by Gradient Descent.” Proceedings of the 40th
International Conference on Machine Learning, 2023.

®Wu, Shiguang, et al. “Why In-Context Learning Models are Good Few-Shot Learners?” International Conference on
Learning Representations, 2025.



ICL as SGD?

+ Lingfeng et al questioned the ICL ~ SGD approach.

9Shen, Lingfeng. "Do Pretrained Transformers Learn In-Context by Gradient Descent?” Proceedings of the 41st
International Conference on Machine Learning, 2024.
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ICL as SGD?

+ Lingfeng et al questioned the ICL ~ SGD approach.

« They questioned both the Emergent equivalence
and the Constructive Equivalence

9Shen, Lingfeng. "Do Pretrained Transformers Learn In-Context by Gradient Descent?” Proceedings of the 41st
International Conference on Machine Learning, 2024.
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ICL as SGD?

+ Lingfeng et al questioned the ICL ~ SGD approach.

« They questioned both the Emergent equivalence
and the Constructive Equivalence

Mo, (04 0 %) — Mo, (0pox;) = Mo, (x:) — Me,, (%)

The order sensitivity of ICL The order sensitivity of algorithm A
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« They questioned both the Emergent equivalence
and the Constructive Equivalence

Mo, (04 0 %) — Mo, (0pox;) = Mo, (x:) — Me,, (%)

The order sensitivity of ICL The order sensitivity of algorithm A

+ Across all metrics(Accuracy, Cosine similarity among
others), ICL and GD show inconsistent behavior.
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ICL as SGD?

+ Lingfeng et al questioned the ICL ~ SGD approach. ——
« They questioned both the Emergent equivalence who%n%del Sugmlgdel
and the Constructive Equivalence updates updates
t i
® ©
b
Me, (04 0 X1) — Mo, (050 %) = Me,, (%) — Mo, (x;) ICL ICL
The order sensitivity of ICL The order sensitivity of algorithm A emergent . not emergent

. . R Figure: ICL GD Equivelence
+ Across all metrics(Accuracy, Cosine similarity among

others), ICL and GD show inconsistent behavior.

9Shen, Lingfeng. "Do Pretrained Transformers Learn In-Context by Gradient Descent?” Proceedings of the 41st
International Conference on Machine Learning, 2024.
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ICL and Bayesian Inference

p(output | prompt) = fconceptp(output | concept, prompt) p(concept | prompt) d(concept)

" Ahuja, Kabir, et al. “In-Context Learning through the Bayesian Prism.” The Twelfth International Conference on
Learning Representations, 2024.
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ICL and Bayesian Inference

p(output | prompt) = fconceptp(output | concept, prompt) p(concept | prompt) d(concept)

00D low-prob transitions
between examples

nn

Albert Einstein was German \n Mahatma Gandhi was Indian \n Marie Curie was.

In-distribution transitions
reveal information about 6*

Figure: Signal and the OOD

9Xie, Sang Michael, et al. "An Explanation of
In-context Learning as Implicit Bayesian
Inference.” The Tenth International Conference
on Learning Representations, ICLR 2022, 2022.

" Ahuja, Kabir, et al. “In-Context Learning through the Bayesian Prism.” The Twelfth International Conference on
Learning Representations, 2024.
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ICL and Bayesian Inference

p(output | prompt) = fconceptp(output | concept, prompt) p(concept | prompt) d(concept)

Hierarchical Meta ICL Setup

00D low-prob transitions

between examples C~T = (71'17 - 771'1\/[),

Albert Einstein was German \n Mahatma Gandhi was Indian \n Marie Curie was fN p(}‘\ C),
(xiv.Vi) X NP(.X‘), i :f(xi)7 i= 1’ cee 7N7
In-distribution transitions
reveal information about 6* xN+].: query input, .,VN+1: to predict.
Figure: Signal and the OOD Bayes optimal inference:
N
- N
“Xie, Sang Michael, et al. "An Explanation of Pr(c | {(xi,71) }iz1) o< 7e H Pr(y; | x1,¢),
In-context Learning as Implicit Bayesian =1
Inference.” The Tenth International Conference M
on Learning Representations, ICLR 2022, 2022. Pr(yn41 | Xn41,context) = Z Pr(c | context) Eqp(.|c) [Prrv+1 | ¥n+1,/)] -
=1
11

" Ahuja, Kabir, et al. “In-Context Learning through the Bayesian Prism.” The Twelfth International Conference on
Learning Representations, 2024.
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ICL and Bayesian Inference

Model Priors Over the Probability of Heads (6)

Figure: Coin Prior

12Gupta, Ritwik, et al. "Enough Coin Flips Can Make LLMs Act Bayesian.” Proceedings of the Annual Meeting of the
Association for Computational Linguistics, 2025.
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ICL and Bayesian Inference

Model Priors Over the Probability of Heads (6)

0.75

00

50
ICL Examples

—— Model parameter estimate (Llama3.1-8B)
—— Current parameter (6)

Bayesian Posterior Mean (y = 0.88)

Figure: Coin Prior

Figure: Posterior
12

12Gupta, Ritwik, et al. "Enough Coin Flips Can Make LLMs Act Bayesian.” Proceedings of the Annual Meeting of the
Association for Computational Linguistics, 2025.
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Coin Flip (Instruct)
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Figure: Biased Coin Instruct vs Non-Instruct

. LLMs have biased priors.
. Initial predictions diverge from

ground truth due to these.

. Explicit biasing (using prompts)

improves only Instruct LLMs.

. ICL helps remove the bias,

similar to Bayesian Updates.

13Gupta, Ritwik, et al. "Enough Coin Flips Can Make LLMs Act Bayesian.” Proceedings of the Annual Meeting of the
Association for Computational Linguistics, 2025.




Hypothesis 3: ICL and
Induction Heads




Induction Heads

[A4%[B7] ... [A] — [B]

where A* ~ A and B* = B are similar in some space.

40lsson, Catherine, et al. “In-context Learning and Induction Heads.” CoRR, abs/2209.11895, 2022.
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Induction Heads
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where A* ~ A and B* = B are similar in some space.

+ They emerge during training alongside ICL
ability.
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Induction Heads

[A4%[B7] ... [A] — [B]

where A* ~ A and B* = B are similar in some space.

+ They emerge during training alongside ICL
ability.
+ Core mechanism behind ICL.

+ Ablation shows they are causal for ICL in
small models.

40lsson, Catherine, et al. “In-context Learning and Induction Heads.” CoRR, abs/2209.11895, 2022.
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Induction Heads

[A4%[B7] ... [A] — [B]

where A* ~ A and B* = B are similar in some space.

+ They emerge during training alongside ICL
ability.

+ Core mechanism behind ICL.

Ablation shows they are causal for ICL in
small models.

+ Found across various model sizes and
tasks.

40lsson, Catherine, et al. “In-context Learning and Induction Heads.” CoRR, abs/2209.11895, 2022.
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Induction Heads

Random Token Repaat of o Token
[A*} [B } . [A] — [B] Category 40 ids node SifllgiOl ~ Category 40 ids node]Striiction
profcof atndec o ke

where A* ~ A and B* = B are similar in some space.

foken s copied The cor

N8 = ken

Figure: Induction Heads
+ They emerge during training alongside ICL
ability.
+ Core mechanism behind ICL.

+ Ablation shows they are causal for ICL in
small models.

+ Found across various model sizes and
tasks.

40lsson, Catherine, et al. “In-context Learning and Induction Heads.” CoRR, abs/2209.11895, 2022.
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Induction Heads

[A*} [B } . [A] — [B] Category 40 ids node Sifll6l6A ~ Category 40 ids pode|Siftiction

prefxof attendect o oke foken s copied The cor

N8 = ken

where A* ~ A and B* = B are similar in some space.
Figure: Induction Heads

. They emerge during training alongside ICL (ArTEnTIoN-onL) (ATTETION-ONLY) (ATTENTION-ONLY)
ability.
’%

+ Core mechanism behind ICL.

Ablation shows they are causal for ICL in
small models.

Onelayer model Vodels 1) more than one layer
has no sudden mprovement. n improvement

+ Found across various model sizes and
tasks. Figure: Abrupt Loss Transition

14
40lsson, Catherine, et al. "In-context Learning and Induction Heads.” CoRR, abs/2209.11895, 2022.
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Learning Plateau’s and Abrupt Switching of ICL

2 5 © logits (L labels) ()
|| I ) im] B ot (L labels) 3
T b o by a3 by ;g Ly Tq L g2r
EEEE- OOO0-
K classes L labels P ok ) S—
(D) In-weights (IW) accuracy (target not in context) :::g‘;n f.se,aﬁoig (xsog? 100
1) || (=] il B 10

— Testacc

In-context (IC) accuracy (novel classes) tenti 1 — ICaco
) attention
| [HENI] [] [ head 1 — Wace

In-context (IC2) accuracy 2 (swapped label)

)] ()] B input

Accuracy
°
&

o
o

100 200 300 400
Iterations (x500)

Figure: Interpreting In-Context Classification Task

15
15Reddy, Gautam. “The Mechanistic Basis of Data Dependence and Abrupt Learning in an In-Context Classification
Task.” International Conference on Learning Representations, 2024.




Learning Plateau’s and Abrupt Switching of ICL

= Burstiness, Large Vocabulary Size,
Skewed Classes and High Diversity within
Class promote ICL. ¢

A T . B = Decompose Representation from

o seaming plveas [ T~ -gg parameters (W) and parameters + context (C).
§ 0.25 E@ 100 ) . .

3 020 52 = Transferring Embeddings and Initial layers
ol e eliminates plateaus. ®

52
0 20 40 T T p
Epoch * Entopy (bits) 9Reddy, Gautam. “The Mechanistic Basis of Data

Dependence and Abrupt Learning in an In-Context
Classification Task.” International Conference on Learning
Figure: Plateau in ICL Representations, 2024.
bEy, Jingwen, et al. "Breaking through the Learning
Plateaus of In-context Learning in Transformer.”
Proceedings of the 41st International Conference on Machine
Learning, 2024.
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ICL Across Architectures

+ Lee et al conduct an empirical
study comparing ICL
performance across diverse
model architectures such as
CNNs, RNNs, Transformers and
SSMs.

'6Lee, Ivan, et al. "Is Attention Required for ICL? Exploring the Relationship Between Model Architecture and
In-Context Learning Ability.” The Twelfth International Conference on Learning Representations, 2024.

7park, Jongho, et al. "Can Mamba Learn How to Learn? A Comparative Study on In-Context Learning Tasks.” arXiv
preprint arXiv:2402.04248, 2024.
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ICL Across Architectures

Lee et al conduct an empirical
study comparing ICL
performance across diverse
model architectures such as
CNNs, RNNs, Transformers and
SSMs.

All considered architectures
achieve ICL, and some attention
alternatives not only match but
even surpass transformers.

'6Lee, Ivan, et al. "Is Attention Required for ICL? Exploring the Relationship Between Model Architecture and
In-Context Learning Ability.” The Twelfth International Conference on Learning Representations, 2024.

7park, Jongho, et al. "Can Mamba Learn How to Learn? A Comparative Study on In-Context Learning Tasks.” arXiv
preprint arXiv:2402.04248, 2024.
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ICL Across Architectures

+ Lee et al conduct an empirical

study comparing ICL Task Prompt Target
. Associative Recall a, 1,b,3,¢,2,b 3

performance across d|Verse Linear Regression X1, Y1, X2, Y2, X3, Y3, X4 Ya Jw such that Vi, y; = x; - w
mOdel arChiteCtUres SUCh as Multiclass Classification xi, b, X2, a, X3, a, X4 b 1,4 ~ N (ys, 1)

2,23 ~ N (Ya, Ia)
CNNs, RNNs, Transformers and , » !
SSMS Image Classification ‘%4 /{7@9 %@9 %4 ‘%4 @9 % 4 bursty training prompt

« All considered architectures @s &8 @9 %6 I3 % QB’ 2 non-bursty training prompt

achieve |C|_, and some attention D100 1 2150 B 0 evaluation prompt

Language Modeling Colorless green ideas sleep Sfuriously

alternatives not only match but

even surpass transformers.
16 17

'6Lee, Ivan, et al. "Is Attention Required for ICL? Exploring the Relationship Between Model Architecture and
In-Context Learning Ability.” The Twelfth International Conference on Learning Representations, 2024.

7park, Jongho, et al. "Can Mamba Learn How to Learn? A Comparative Study on In-Context Learning Tasks.” arXiv
preprint arXiv:2402.04248, 2024.




ICL Across Architectures

+ Tong et al test the ICL capabilities in MLPs
and MLP-Mixer architectures.

8Tong, William L., and Cengiz Pehlevan. "MLPs Learn In-Context on Regression and Classification Tasks.” The
Thirteenth International Conference on Learning Representations, 2025.
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ICL Across Architectures

+ Tong et al test the ICL capabilities in MLPs
and MLP-Mixer architectures.

+ Experimentally, they observe that given
sufficient compute, MLP based
achitectures perform comparably with the
transformers.

8Tong, William L., and Cengiz Pehlevan. "MLPs Learn In-Context on Regression and Classification Tasks.” The
Thirteenth International Conference on Learning Representations, 2025.
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+ Tong et al test the ICL capabilities in MLPs
and MLP-Mixer architectures.

+ Experimentally, they observe that given
sufficient compute, MLP based
achitectures perform comparably with the
transformers.

+ Also, for tasks which align with the

architecture bias, MLP based architectures
even outperform the transformers.
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Thirteenth International Conference on Learning Representations, 2025.
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ICL Across Architectures

+ Tong et al test the ICL capabilities in MLPs .
and MLP-Mixer architectures. anmncEPE e

Finite Task Distribution Unrestricted Task Distribution

+ Experimentally, they observe that given
sufficient compute, MLP based
achitectures perform comparably with the
transformers.

ICL Regression
.
.

Loss =

+ Also, for tasks which align with the
architecture bias, MLP based architectures
even outperform the transformers.

ICL Classification

MLP Mixer Transformer Test Task

---------- ICL (swap)
¥ o ICL (resample)

Accuracy
Ny
>
:
:
B
<
P
N

18

8Tong, William L., and Cengiz Pehlevan. "MLPs Learn In-Context on Regression and Classification Tasks.” The
Thirteenth International Conference on Learning Representations, 2025.
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